
Abstract - This paper presents an adapted deterministic 
global optimization algorithm applied to the optimal design of 
electromagnetic actuators. The algorithm is based on interval 
arithmetic and constraint propagation. A new reformulation 
step is introduced in order to accelerate the convergence of the 
algorithm and increase the solutions accuracy. The tests have 
been performed according to three performance criteria: 
convergence, precision and number of iterations. 

I. INTRODUCTION 

In the preliminary design of electromagnetic machines, 
a design model is usually dealt with. There are principally 
two sources to these models: models from response surface 
methods [1] (RSM) based on finite elements models and 
models from the physico-mathematical modeling of the 
device. A design model is the aggregation of a physico-
mathematical model or RSM model and specifications (see 
Figure 1). The aim of the preliminary design phase is to 
propose a first quantification of the design parameters that 
will be the basis of the future prototypes. Consequently, 
proposing the best solution reduces prototyping costs. F. 
Messine has proved in [2] the interest of using global 
optimization methods in the design of electromagnetic 
actuators, the use of such methods provides a gain of about 
10%. In addition, in some cases, the global optimum is 
strongly required. Table 1 summarizes the principal global 
optimization approaches available considering the structure 
of the constraints (non linear and non convex); the 
stochastic approach (Particle Swarm Optimization (PSO), 
simulated annealing…), sometimes coupled with local 
optimization techniques (Quasi-Newton…) and the Interval 
Branch and Bound Algorithm (IBBA) which is a 
deterministic global optimization approach.  
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4 criteria are chosen to guide the choice of our 
methodology; the need of the derivatives during the 
algorithm, whether or not it uses other arithmetic than the 
conventional arithmetic, the types of models accepted 
(black and/or white boxes) and whether or not it offers 
optimality proof. 

As summarized in table 1, the stochastic methods have 
the advantage of simplicity in writing, unlike the IBBA, 
which requires a rewriting of the model or at least a 
recompilation as it uses the interval arithmetic [3]. 
However, the rewriting step can be automated like in some 
software [4]. In addition, the stochastic approaches do not 
offer proofs of optimality if a solution is found or proofs of 
non-existence if not. Moreover, the interval arithmetic is a 
very suitable approach to address problems in 
electromagnetic design, as the design parameters generally 
evolve in continuous intervals [5]. Given that in some 
cases, a proof of optimality or of non-existence of solutions 
is required, the IBBA has been chosen. 

  

 
Figure 1.Preliminary design approach: reformulation and optimization 

 
In this paper, we introduce an adapted global 

optimization algorithm that aims at providing exact 
solutions for the optimal design of electromagnetic 
actuators if the preliminary design model is feasible, and 
proof of non existence if not. This method is based on 
extended interval analysis and constraint propagation [3] 
coupled with a new reformulation.  

II. OPTIMIZATION ALGORITHM AND REFORMULATION 

The algorithm uses the branch and bound structure: the 
branching is performed by bisecting the search domain 
(hypercube) and the bounding by evaluating the design 
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Figure 3.Electric actuator design optimization model
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